
T
he principle of give and take per-
vades our society. It is older than
commerce and trade. All mem-

bers of a household, for example, are
engaged in a ceaseless, mostly uncon-
scious bartering of services and goods.
Economists have become increasingly
fascinated by these exchanges. So have
biologists, who have documented many
comparable instances in groups of chim-
panzees and other primates. Charles
Darwin himself was well aware of the
role of cooperation in human evolution.
In Descent of Man he wrote that Òthe
small strength and speed of man, his

want of natural weapons, & c., are more
than counterbalanced by his. . .social
qualities, which lead him to give and
receive aid from his fellow-men.Ó

Obviously, this is a far cry from the
savage human existence that the phi-
losopher Thomas Hobbes described 
as Òsolitary, poor, nasty, brutish, and
short.Ó Nevertheless, a number of Dar-
winÕs early followers emphasized the
ferocious aspects of the Òstruggle for
survivalÓ to such an extent that the Rus-
sian prince Kropotkin felt compelled to
write a book to refute them. In Mutual

Aid, hailed by the London Times as

Òpossibly the most important book of
the yearÓ (1902), he drew a vast fresco
of cooperation acting among Siberian
herds, Polynesian islanders and medie-
val guilds. Kropotkin was a famous ideo-
logue of anarchism, but his dabbling 
in natural history was no mere hobby:
for someone bent on getting rid of the
State, it was essential to show that hu-
man cooperation was not imposed from
an iron-Þsted authority but had its ori-
gins rooted in natural conditions.

In a way, his arguments have succeed-
ed far beyond what Kropotkin could
ever have foreseen. A wealth of studies
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The Arithmetics of Mutual Help
Computer experiments show how cooperation 

rather than exploitation can dominate 
in the Darwinian struggle for survival

by Martin A. Nowak, Robert M. May and Karl Sigmund
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in anthropology and primatology point
to the overwhelming role of reciprocal
help in early hominid societies. Text-
books on animal behavior are Þlled with
examples of mutual aid: grooming, feed-
ing, teaching, warning, helping in Þghts
and joint hunting. In ecology, symbiot-
ic associations are increasingly seen as
fundamental. Biologists Þnd examples
of cooperation at the level of cells, or-
ganelles and even prebiotic molecules.

But at the same time, the ubiquity of
cooperation seems to have become ever
more paradoxical. The Russian anar-
chist had failed to see how threatened
it is by exploitation. What prevents mu-
tualists from turning into parasites?
Why should anyone share in a common
eÝort rather than cheat the others? Nat-
ural selection puts a premium on indi-
vidual reproductive success. How can
this mechanism shape behavior that is
altruistic in the sense that it beneÞts
others at the expense of oneÕs own
progeny?

There are two main approaches to
this question that go under the head-
ings of kin selection and reciprocal aid.
These concepts are not mutually exclu-
sive, but they are sharply distinct. Kin
selection is rooted in genetics [see ÒKin

Recognition,Ó by David W. Pfennig and
Paul W. Sherman, page 98]. If a gene
helps in promoting the reproductive
success of close relatives of its bearer,
it helps in promoting copies of itself.
Within a family, a good turn is its own
reward. But a good turn to an unrelated
fellow being has to be returned in order

to pay oÝ. Reciprocal aidÑthe trading
of altruistic acts in which beneÞt ex-
ceeds costÑis essentially an economic
exchange. It works less directly than kin
selection and is therefore more vulner-
able to abuse.

Two parties can strike a mutually
proÞtable bargain, but each could gain
still more by withholding its contribu-
tion. In modern society an enormous
apparatus of law and enforcement
makes the temptation to cheat resist-
ible. But how can reciprocal altruism
work in the absence of those authori-
tarian institutions so despised by Kro-
potkinÕs anarchists? This diÛcult ques-
tion is best answered by Þrst consider-
ing simple, idealized systems.

The PrisonerÕs Dilemma

To demonstrate the conundrum, Rob-
ert L. Trivers, a sociobiologist (and,

Þttingly, a former lawyer), now at the
University of California at Santa Cruz,
borrowed a metaphor from game theo-
ry known as the PrisonerÕs Dilemma. As
originally conceived in the early 1950s,
each of two prisoners is asked whether
the other committed a crime; their lev-
el of punishment depends on whether
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VARIABLE PAYOFF applies when one,
both or neither player opts to cooper-
ate. Such point assignments generate
the classic conundrum of game theory
known as the PrisonerÕs Dilemma.

AMISH ROOF-RAISING in Lancaster
County, Pennsylvania, demonstrates

the proclivity toward cooperation
in this rural society. The Amish

beneÞt from a culture that
champions such forms of

voluntary mutual aid.
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one, both or neither indicates the oth-
erÕs guilt. This situation can be viewed
as a simple game. The two players en-
gaged in it have only to decide whether
they wish to cooperate with each other
or not. In one illustration of the Prison-
erÕs Dilemma, if both choose to cooper-
ate, they get a reward of three points
each. If both defect (by not cooperat-
ing), they get only one point each. But if
one player defects and the other coop-
erates, the defector receives Þve points,
whereas the player who chose to coop-
erate receives nothing.

Will they cooperate? If the Þrst play-
er defects, the second who cooperates
will end up with nothing. Clearly, the
second player ought to have defected.
In fact, even if the Þrst player cooper-
ates, the second should defect, because
this combination gives Þve points in-
stead of three. No matter what the Þrst
player does, the secondÕs best option is
to defect. But the Þrst player is in exact-
ly the same position. Hence, both play-
ers will choose to defect and
receive only one point each.
Why didnÕt they cooperate?

The prisonersÕ decisions
highlight the diÝerence be-
tween what is best from an
individualÕs point of view
and from that of a collec-
tive. This conßict endangers
almost every form of coop-
eration, including trade and
mutual aid. The reward for
mutual cooperation is high-
er than the punishment for
mutual defection, but a
one-sided defection yields a
temptation greater than the
reward, leaving the exploit-
ed cooperator with a loserÕs
payoÝ that is even worse
than the punishment. This
rankingÑfrom temptation
through reward and pun-
ishment down to the loserÕs
payoÝÑimplies that the
best move is always to de-
fect, irrespective of the op-
posing playerÕs move. The
logic leads inexorably to
mutual defection.

Most people feel uneasy
with this conclusion. They
do often cooperate, in fact,
motivated by feelings of
solidarity or selßessness. In
business dealings, defection
is also relatively rare, per-
haps from the pressure of
society. Yet such concerns
should not aÝect a game
that encapsulates life in a
strictly Darwinian sense,
where every form of payoÝ

(be it calories, mates or safety from
predators) is ultimately converted into
a single currency: oÝspring.

Virtual Tournaments

One can conceive a thought experi-
ment in which an entire population

consists of programmed players. Each
of these automata is Þrmly wedded to
a Þxed strategy and will either always
cooperate or always defect. They engage
in a round-robin tournament of the Pris-
onerÕs Dilemma. For each contestant,
the total payoÝ will depend on the oth-
er players encountered and therefore on
the composition of the population. A
defector will, however, always achieve
more than a cooperator would earn in
its stead. At the end of the imaginary
tournament, the players reproduce, cre-
ating progeny of their own kind (defec-
tors or cooperators). The next genera-
tion will, again, engage in a round-robin
competition and get paid in oÝspring,

and so on. In this caricature of biologi-
cal evolution, where the payoÝ is num-
ber of oÝspring and strategies are in-
herited, the outcome is obvious: defec-
tors will steadily increase from one
generation to the next and will eventu-
ally swamp the population.

There are several ways to escape from
this fate. In many societies the same two
individuals interact not just once but
frequently. Each participant will think
twice about defecting if this move
makes the other player defect on the
next occasion. So the strategy for the
repeated game can change in response
to what happened in previous rounds.

In contrast to a single instance of the
PrisonerÕs Dilemma, where it is always
better to defect, countless strategies for
the repeated version exist, and none
serves as a best reply against all oppo-
nents. If the opposite player, for in-
stance, decides always to cooperate,
then you will do best by always defect-
ing. But if your adversary decides to co-

operate until you defect and
then never to cooperate
again, you will be careful not
to spoil your partnership:
the temptation to cheat in
one round and grab Þve
points instead of three will
be more than oÝset by the
expected loss in the subse-
quent rounds where you
cannot hope to earn more
than one point.

The absence of a best
choice is crucial. There is
no hard-and-fast recipe for
playing the repeated Prison-
erÕs Dilemma. Success will
depend on the other play-
erÕs strategy, which one
does not know beforehand.
A strategy that does well in
certain environments can
fail miserably in others.

In the late 1970s the po-
litical scientist Robert Axel-
rod, at the University of
Michigan, conducted round-
robin tournaments of the
repeated PrisonerÕs Dilem-
ma on his computer. The
contestantsÑprograms sub-
mitted by colleaguesÑwere
quite sophisticated, but it
turned out that the sim-
plest entry ultimately won.
This strategy is aptly called
Tit-for-Tat. It starts with a
cooperative response and
then always repeats the op-
posing playerÕs previous
move.

Remarkably, a player ap-
plying Tit-for-Tat is never
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REACTIVE STRATEGIES for the repeated PrisonerÕs Dilemma
can depend on the outcome of the previous round. Four key
strategies of the 16 possible alternatives are shown (top ). Re-
peated rounds of the PrisonerÕs Dilemma reveal persistent pat-
terns of cooperation (blue) and defection (red ) when selected
strategies are paired oÝ during successive rounds (bottom ).
An established sequence may recover or alter after an isolated
mistaken play (orange).
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ahead at any stage of the repeated game,
being always last to defect. The Tit-for-
Tat player can nonetheless win the
whole tournament, because the Prison-
erÕs Dilemma is not a zero-sum game:
it is possible to make points without
taking them away from others. By its
transparency Tit-for-Tat frequently per-
suades opponents that it pays to coop-
erate. In AxelrodÕs tournaments the Tit-
for-Tat strategy (entered by the game
theorist Anatol Rapoport) elicited many
rewarding rounds of cooperation, where-
as other players, among themselves,
were apt to get bogged down in long
runs of defection.

By winning the round-robin tourna-
ment, Tit-for-Tat obtained more repre-
sentatives among the next generation
than did other strategies. Moreover,
those players who had cooperated tend-
ed also to receive more oÝspring than
those who had not. With each generation
Tit-for-Tat shaped a more congenial en-
vironment. The strategies that ruthless-
ly exploited cooperators succeeded only
in depleting their own resources.

Unpredictable Adversaries

We recently performed computer
simulations with an extended set

of strategies that base their next move
on the result of the previous round
rather than just the opponentÕs previ-
ous move (as does Tit-for-Tat). A strat-
egy based on prior outcome must de-
termine the response for each of four
eventualities: temptation, reward, pun-
ishment or loss. Two possible responses

for each of four prior outcomes give 16
possible types of players.

We further allowed for ÒstochasticÓ
strategies that respond to the four pos-
sible outcomes by changing only their
statistical propensity to cooperate. Such
strategies are not obliged to respond
always in the same way to a given out-
come. One form of stochastic player
might, for example, cooperate 90 per-
cent of the time after experiencing the
reward. Such uncertainty simulates the
inevitable mistakes that occur during
real interactions.

The addition of stochastic responses
resulted in a huge array of possibilities.
Our computer searched for the most
successful of these players by simulat-
ing the forces of natural selection, add-
ing to every hundredth generation some
small amount of a new, randomly se-
lected stochastic strategy. We followed
many such mutation-selection rounds
for millions of generations, not because
the emergence of cooperation needed
so many iterations but because this
span allowed us to test a very large
number of possible strategies.

In spite of the rich diversity displayed
in these chronicles, they led us invariably
to some simple, clear results. The Þrst
is that the average payoÝ in the popu-
lation can change suddenly. Indeed, the
behavior we found is a showpiece for
punctuated equilibria in biological evo-
lution. Most of the time, either almost
all members of the population cooper-
ate, or almost all defect. The transitions
between these two regimes are usually
rare and abrupt, taking just a few gen-
erations. We found that later in the run,
quiescent periods tended to last longer.
And there was a deÞnite trend toward
cooperation. The longer the system was
allowed to evolve, the greater the likeli-
hood for a cooperative regime to blos-
som. But the threat of a sudden collapse
always remained.

Cooperative populations are some-
times dominated by a strategy called
Generous Tit-for-Tat, a variant that on
random occasions will oÝer coopera-
tion in response to defection. But much
more frequently an altogether diÝerent
strategy, named Pavlov by the mathe-
maticians David P. Kraines of Duke Uni-
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help. A bat that feeds successfully on blood from horses or

cattle will share its nourishment with an unfed companion by
regurgitating a portion of its stomach contents. 

JO
Y

 S
P

U
R

R
 B

ru
ce

 C
ol

em
an

 In
c.

MARTIN A. NOWAK, ROBERT M. MAY and KARL SIGMUND have experienced sundry
examples of cooperation and competition in their varied careers. Nowak is Wellcome
Trust Senior Research Fellow and Fellow of Keble College at the University of Oxford,
where he works in the department of zoology. May is Royal Society Research Professor
at the University of Oxford and at Imperial College, London. He is also chairman of the
trustees of the Natural History Museum. Sigmund is professor at the Institute of Mathe-
matics at the University of Vienna and also holds a position at the International Institute
for Applied Systems Analysis in Laxenburg, Austria. All three work on mathematical
models to address a wide range of problems in evolutionary biology. Both May and Sig-
mund have written several books; Nowak claims only to have read several books.

Copyright 1995 Scientific American, Inc.



versity and Vivian Kraines of Meredith
College in Raleigh, N.C., reigns para-
mount. After experiencing a reward for
mutual cooperation, a Pavlov player re-
peats the former cooperative move. Af-
ter getting away with unilateral defec-
tion, it similarly repeats its last move.
But after being punished for mutual de-
fection, Pavlov switches to cooperation.
And after getting a loserÕs payoÝ for
unilaterally cooperating, it reacts by de-
fecting. In short, the Pavlov rule says to
stick to the former move if it earned a
high payoÝ (reward or temptation) but
to switch if the last move brought a low
return (punishment or loserÕs payoÝ).

This principle of Òwin-stay, lose-shiftÓ
seems to work well in many other situ-
ations. In animal psychology it is viewed
as fundamental: a rat is ready to repeat
an action that brings reward, whereas
it will tend to drop behavior that has
painful consequences. The same crude
application of carrot-and-stick underlies
most attempts of bringing up children.

Within the repeated PrisonerÕs Dilem-
ma game, retaliation after having been
exploited is usually seen as evidence
for behavior resembling Tit-for-Tat, but
it holds as well for Pavlov players. A
society of Pavlov strategists is very sta-
ble against errors. A mistaken defection
between two of its members leads to
one round of mutual defection and then
back to cooperation. But faced with a
player who does not retaliate, a Pavlov
player keeps defecting. This behavior
makes it diÛcult for players who always
cooperate to gain a foothold in the
community. In contrast, a society of
Generous Tit-for-Tat players does not
discriminate against unconditional co-
operators. This beneÞcence is costly, in
the long term, because players who do
not retaliate can drift into the popula-
tion and ultimately undermine cooper-
ation by allowing exploiters to thrive.

Although Pavlov is a good strategy to
prevent exploiters from invading a co-
operative society, it fares poorly among
noncooperators. Against persistent de-
fectors, for instance, it tries every sec-
ond round to resume cooperation. In
AxelrodÕs tournaments, Pavlov would
have ranked close to the bottom. Pav-
lovÕs advantages show only after stern-
er, unyielding strategies such as Tit-
for-Tat have paved the way by steering
evolution away from defection.

Innate Cooperation

One can safely conclude that the
emergence and persistence of coop-

erative behavior are not at all unlikely,
provided the participants meet repeat-
edly, recognize one another and remem-
ber the outcomes of past encounters.

These circumstances may seem familiar
from daily life in the home or oÛce, but
among the larger world of living things,
such requirements demand a high de-
gree of sophistication. And yet we ob-
serve cooperation even among simple
organisms that do not possess such abil-
ities. Furthermore, the strategies dis-
cussed will work only if beneÞts from
future encounters are not signiÞcantly
discounted as compared with present
gains. Again this expectation may be
reasonable for many of the activities hu-
mans conduct, but for most simpler or-
ganisms delayed payoÝs in the form of
future reproductive success may count
for little: if life is short and unpredict-
able, there is scant evolutionary pres-
sure to make long-term investments.

But what of the creatures, such as
many invertebrates, that seem to exhib-
it forms of reciprocal cooperation, even
though they often cannot recognize in-
dividual players or remember their ac-
tions? Or what if future payoÝs are
heavily discounted? How can altruistic
arrangements be established and main-
tained in these circumstances? One pos-
sible solution is that these players Þnd a
Þxed set of fellow contestants and make
sure the game is played largely with
them. In general, this selectivity will be
hard to attain. But there is one circum-
stance in which it is not only easy, it is
automatic. If the players occupy Þxed
sites, and if they interact only with close
neighbors, there will be no need to rec-
ognize and remember, because the oth-
er players are Þxed by the geometry.
Whereas in many of our simulations
players always encounter a representa-
tive sample of the population, we have
also looked speciÞcally at scenarios in
which every player interacts only with
a few neighbors on a two-dimensional
grid. Such Òspatial gamesÓ are very re-
cent. They give an altogether new twist
to the PrisonerÕs Dilemma.

Fixed in Flatland

It should come as no surprise that co-
operation is easier to maintain in a

sedentary population: defectors can
thrive in an anonymous crowd, but mu-
tual aid is frequent among neighbors.
That concept is clear enough. But in
many cases, territorially structured in-
teractions promote cooperation, even 
if no follow-up encounter is expected.
This result favors cooperation even for
the seemingly hopeless single round of
the PrisonerÕs Dilemma.

Consider a spatially constrained ver-
sion of the tournament, with each mem-
ber of the population sitting on a square
of an extended chessboard. Each player
is either a pure cooperator or a pure de-

fector and interacts only with the eight
immediate neighbors, playing one round
of the PrisonerÕs Dilemma with each. In
the next generation the square is inher-
ited by whoever totaled the most points.

A lone cooperator will be exploited
by the surrounding defectors and suc-
cumb. But four cooperators in a block
can conceivably hold their own, because
each interacts with three cooperators; a
defector, as an outsider, can reach and
exploit at most two. If the bonus for
cheating is not too large, clusters of co-
operators will grow. Conversely, lone
defectors will always do well, because
they will be surrounded by exploitable
cooperators. But by spreading, defec-
tors surround themselves with their
like and so diminish their own returns.

The actual evolution of such spatial
systems depends on the payoÝ values.
It is certainly possible that cooperators
are wiped oÝ the board. But we fre-
quently Þnd variously shifting mosaics,
with both strategies being maintained.
Mixtures of pure cooperators and pure
defectors can coexist indeÞnitely, in
ßuctuating proportions, but the long-
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SPATIAL GAMES of the PrisonerÕs Di-
lemma display the evolution of a grid
of players, each of which interacts only
with opponents in eight adjacent
squares. The portion of the population
composed of cooperators gradually
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term average composition of the popu-
lation is predictable. This conclusion is
remarkably robust. In its essentials, it
holds true for other choices of grid pat-
terns and even for irregular or random
arrays. The important requirement is
that each player should not interact
with too many neighbors.

The straightforward rules of these
spatial games deÞne dynamics of daz-
zling complexity. They allow for pat-
terns that wander across the board, pe-
riodically resuming their former shape.
They can also display motifs that grow
without limit. Some of these features
look like the results of John Horton
ConwayÕs game Life [see ÒMathematical
Games,Ó by Martin Gardner; SCIENTIFIC
AMERICAN, October 1970], a scheme to
construct evolving spatial patterns us-
ing simple rules to mimic regenerating
organisms. It may well be that the re-
sults generated by any one of our spa-
tial versions of the PrisonerÕs DilemmaÑ
be they irregular patterns or symmet-
rical Persian carpetsÑare intrinsically
unpredictable and chaotic in the sense
that no algorithm can possibly predict

what will occur. Perhaps more clever
mathematicians could devise a way to
determine the future patterns. We are
satisÞed to watch the arabesques un-
fold [see ÒThe Amateur Scientist,Ó by
Alun L. Lloyd, page 110].

ThatÕs Life

Throughout the evolutionary history
of life, cooperation among smaller

units led to the emergence of more
complex structures, as, for example, the
emergence of multicellular creatures
from single-celled organisms. In this

sense, cooperation becomes as essen-
tial for evolution as is competition.

Spatial structures in particular act to
protect diversity. They allow coopera-
tors and defectors to exist side by side.
In a diÝerent but related context, similar
spatial patterns allow populations of
hosts and parasites, or prey and preda-
tors, to survive together, despite the in-
herent instability of their interactions.

Such cooperative strategies may have
been crucial for prebiotic evolution,
which many researchers believe may
have taken place on surfaces rather
than in well-stirred solutions. Catalyz-
ing the replication of a molecule consti-
tutes a form of mutual help; hence, a
chain of catalysts, with each link feed-
ing back on itself, would be the earliest
instance of mutual aid [see ÒThe Origin
of Genetic Information,Ó by Manfred Ei-
gen, William Gardiner, Peter Schuster
and Ruthild Winkler-Oswatitsch; SCIEN-
TIFIC AMERICAN, April 1981].

Cooperative chemical reactions would
have been vulnerable to ÒcheatingÓ mo-
lecular mutants that took more catalyt-
ic aid than they gave. Such diÛculties
were thought to undercut many ideas
about prebiotic evolution based on co-
operative chains. But Maarten C. Boer-
lijst and Pauline Hogeweg of Utrecht
University have recently demonstrated
with computer simulations that self-
generated spatial structures akin to
those we devised can hamper the spread
of destructive parasitic molecules.

Our models, crude as they are, illus-
trate how cooperation might arise and
be maintained in real biological systems.
Sophisticated creatures may be drawn
to follow strategies that encourage co-
operation because of repeated interac-
tions among individuals who can rec-
ognize and remember one another. But
in simpler organisms, cooperation per-
sists, perhaps by virtue of self-orga-
nized spatial structures generated by
interactions with immediate neighbors
in some Þxed spatial array. In the course
of evolution, there appears to have been
ample opportunity for cooperation to
have assisted everything from humans
to molecules. In a sense, cooperation
could be older than life itself.
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achieves a stable value after many generations of play (bottom left ). In one snap-
shot taken after 50 generations (top left ), each blue grid element contains a coop-
erator that was a cooperator in the previous round; green shows a cooperator that
was a defector; red represents a defector that was a defector; yellow indicates a
defector that was a cooperator. When the initial conditions are symmetrical, the
spatial game can develop a pattern resembling a Persian carpet (above ).
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